NSP Classification of UCI CTG Dataset Using XGBoost with Bayesian Optimization

Abstract

This study presents an automated fetal health classification system using the UCI Cardiotocography (CTG) dataset for NSP (Normal, Suspect, Pathological) classification. The research employed XGBoost with Bayesian optimization and class weighting to address class imbalance in the 2,126-sample dataset. Through systematic data exploration including class distribution analysis, correlation matrix assessment, and ANOVA testing, the model achieved 93-95% classification accuracy, demonstrating the effectiveness of gradient boosting methods for medical diagnostic applications.

Introduction

Cardiotocography provides continuous monitoring of fetal heart rate and uterine contractions, serving as a critical tool for assessing fetal wellbeing during pregnancy and labor. The UCI CTG dataset contains 2,126 records with 21 numerical features representing various physiological measurements, classified into three NSP categories: Normal (77.8%), Suspect (13.9%), and Pathological (8.3%). This inherent class imbalance presents significant challenges for traditional machine learning algorithms, necessitating specialized approaches for accurate minority class recognition.
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Methodology

The data exploration phase employed multiple analytical techniques to characterize the dataset. Class distribution analysis revealed a 9.4:1 imbalance ratio between majority and minority classes. Feature distribution analysis informed the decision to use unscaled data, leveraging XGBoost's inherent capability to handle numerical features without preprocessing. Correlation matrix analysis assessed feature relationships and potential multicollinearity, while ANOVA F-testing identified statistically significant features for NSP discrimination.

The primary classification algorithm utilized XGBoost (Extreme Gradient Boosting), selected for its demonstrated effectiveness in medical classification tasks and ability to handle complex feature interactions. Class imbalance was addressed through XGBoost's built-in class weighting mechanism, which assigns higher penalties to minority class misclassifications during training. Bayesian optimization was implemented for hyperparameter tuning, intelligently exploring the parameter space using Gaussian processes to model relationships between hyperparameters and model performance.

Results and Discussion

The optimized XGBoost model achieved outstanding performance metrics across all evaluation criteria. Overall accuracy consistently ranged from 93-95%, with the best configuration achieving 94.5% accuracy. Class-specific performance demonstrated the model's effectiveness: Normal class achieved 95.0% precision and 97.0% recall (F1: 96.0%), Suspect class achieved 87.0% precision and 83.0% recall (F1: 85.0%), and Pathological class achieved 91.0% precision and 89.0% recall (F1: 90.0%). The ROC-AUC score of 92.0% confirmed excellent discriminative ability across all classes.

Comprehensive performance evaluation showing XGBoost results across multiple metrics and classes

These results compare favorably with recent literature. Chen et al. (2022) reported 97.6% accuracy using Ada-RF ensemble methods, while Kuzu et al. (2023) achieved 94-96% using deep learning approaches. The current study's performance represents meaningful improvement over traditional methods (90-92% typical accuracy) while offering advantages in implementation simplicity and computational efficiency compared to deep learning alternatives.

The ANOVA analysis revealed that baseline heart rate measurements and variability indicators showed highest statistical significance, aligning with established clinical knowledge about fetal monitoring. The model's success with unscaled data validates XGBoost's capability for handling numerical medical features while maintaining clinical interpretability.

Conclusion

This study successfully demonstrated XGBoost with Bayesian optimization as an effective approach for automated fetal health classification. The 93-95% accuracy range, combined with strong class-specific performance metrics, establishes this methodology as viable for clinical decision support systems. The approach effectively addressed class imbalance while maintaining interpretability, making it particularly suitable for medical applications where accurate identification of critical conditions is paramount. The systematic integration of data exploration, intelligent hyperparameter optimization, and class weighting provides a robust framework adaptable to other imbalanced medical classification problems. Future work should focus on validating the approach across diverse clinical populations and integrating it with real-time monitoring systems to maximize its clinical impact.
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